CHAPTER FOUR
JAMMING

4.1 Overview


Jamming is one of the most significant problems that face the transmitter. Thus, the transmitter needs a way to avoid the jamming signal. The jamming process and its types are considered in detail in this chapter.     
4.2 Jamming Signal


Jamming signals may be deterministic or random and they are denoted by J(t) and nJ(t), respectively. An additive white Gaussian noise (AWGN) signal n(t) is also assumed to be present. 
It is assumed that a receiver is subject to pulse jamming. With probability ρ a code symbol is affected by jamming, background, and thermal noise. With probability 1-ρ a code symbol is affected by background and thermal noise only. 
The pulse jammer is assumed to affect either all of PN chips comprising a BPSK symbol or none of them. This is worst case jamming because the jammer effect is in that case maximized for the bit under jamming. This assumption also largely simplifies the analysis. The variable z is the jammer state random variable with probabilities.
Pr{z=1}=ρ                                                     

Pr{z=0}=1- ρ                                                                                                               (4.1)                       
and the power of the pulsed jammer when pulse influence is on is 
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where J is the average power of the jammer. 
AWGN jamming is used in this thesis, a random jamming signal nj(t). Pulse jamming may introduce channel memory as discussed earlier. 
Many codes are designed for use over memoryless channels. It is assumed that errors appear in the channel randomly and hence the coding channel can be assumed to be memoryless. For a soft decision maximum likelihood (ML) receiver perfect jammer state information is needed [25].
It is assumed that the receiver has some circuit to produce this information for the ML receiver. In this thesis the deterministic jamming signal used in the numerical analysis is the CW (cosine wave) signal
J(t)=AJ cos(ωJt+ФJ)
                                                                                      (4.3)
where AJ is the amplitude, ω is the J angular frequency of the jamming signal, and φ is the phase difference between the jamming and information signal. 
The phase is assumed to be random and uniformly distributed over 0 and 2π. The power of the deterministic jamming signal is
 J(t)=A2J /2






                                      (4.4)
The noise jamming signal used in numerical analysis is zero mean white Gaussian noise with power spectral density NJ and bandwidth WJ. Therefore, the received noise jamming power is:
JN=NJWJ








              (4.5)

4.3 Communication System in Jamming

In the communication channel the transmitted signal (p(t)) is corrupted by jamming J(t) or nJ(t) and noise n(t). The channel output is, in general

r(t)=p(t)+J(t)+nJ(t)+n(t)







  (4.6)

The channel output r(t) is multiplied by the PN sequence c(t) to obtain

q(t)=s(t)+c(t)J(t)+c(t)nJ(t)+c(t)n(t)      where, s(t)=p(t)c(t)
                    (4.7) 
The BPSK detector output is obtained after demodulation where q(t) is multiplied by local oscillator signal and integrated
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where d is the data bit for this Ts second interval, Es = STs is the channel bit energy,
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(J(t) is defined in (4.6)) is the effect of the deterministic jamming and
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  is the effect of the noise signal.
The effect of the noise signals nj and n can be taken into account as in bit error probability can be determined adding power spectral densities of both signals. 

4.4 Types of Jammers
The two most common jammers are the partial-band jammer and the pulse jammer. Thus, the partial-band jammer for DS-SS can be exercising its influence during a Broadband Continuous Noise Jamming and Narrowband Jamming
4.4.1 Partial-Band Jamming Channel (CW Jamming)

The partial-band jammer sends jamming signal i(t) continuously with a power of PJ Watts over bandwidth ηW Hz thus, it is called continuous wave jamming (CW) as well, where W is the signal bandwidth and η is the fraction of bandwidth jammed, 0 ≤ η ≤ 1. The average power spectral density (PSD) of the jammer is NJ=PJ/W. The PSD of the jammer at the jammed frequency band is NJ/η and zero in the unjammed band. In discrete time, the received signal at time n is

yn = hn * xn + in + zn , 







(4.9)

where hn is the impulse response of the channel, * indicates convolution, in is the jamming interference, and zn is the background noise with zero mean and variance N0/2 per dimension. Removing the cyclic guard interval and taking the DFT of yn yields, 

 Yk = HkXk + Ik + Zk,







           (4.10)

where in ( Ik. Of all N sub-channels of the MC-SS system, if a sub-channel is partially or totally jammed, this sub-channel is considered as a jammed sub-channel. The total jammed bandwidth is then a multiple of sub-channel bandwidth W/N [24].
4.4.1.1 DS-SS and Broadband Continuous Noise Jamming

For rectangular chip pulses, in the sense that the bit error probability is minimized if the received signal is equal to the transmitted signal plus white Gaussian noise. Hence, if the jammer waveform is Gaussian noise that is spectrally white over the system bandwidth and if we ignore any other interference (such as thermal noise), the bit error probability is
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If we assume that the channel also adds white Gaussian noise with power spectral density N0/2, then the resulting bit error probability is


[image: image7.wmf]÷

÷

ø

ö

ç

ç

è

æ

+

=

0

2

N

N

Eb

Q

P

J

b








                        (4.12)

[image: image8.emf]
Figure 4.1 Bit error probability for DS-SS with BPSK modulation over an AWGN channel with Eb/N0 = 8.4 dB and with broadband noise jamming of varying power [23].

which is illustrated in Figure 4.1. Note that the processing gain only affects NJ = JRb/Wss. Hence, the bandwidth expansion does not help at all to combat the white channel noise. 
4.4.1.2 DS-SS and Narrowband Jamming
DS-SS is also effective against narrowband jamming and interference. This is perhaps the easiest seen from the modulation point of view. Let us study a system with rectangular chip waveforms a transmitter and a receiver, suppose the jamming signal is a pure cosine at the carrier frequency with power J and phase θ, i.e,
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The contribution from the jammer to the input to the integrator block in Figure 4.2 is
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The second term in the equation above will have its power centered around twice the carrier frequency, and since the integrator is a low pass filter, this term will be suppressed almost completely. 

The first term has its power centered around DC and is spread over the entire system bandwidth (maximum frequency approximately 1/Tc Hz). Again, since the integrator is a lowpass filter with a cut-off frequency of approximately 1/Tb Hz, only a fraction of the jammer power will remain after the integrator.
[image: image12.emf]
Figure 4.2 Demodulator for DS-SS with BPSK modulation with rectangular 

chip waveform [23].
The same type of argument can be made for a more general narrowband jamming signal. The receiver will spread the power of the jamming signal to span approximately the entire system bandwidth, and the integrator will lowpass filter the spread jamming signal. Hence, only a small fraction of the jammer power will effect the decisions on the information bits. However, the desired signal component will be despread by the receiver. The desired signal component at the input to the integrator in Figure 5.2 is
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and the integrator serves as a matched filter for the data signal b(t). The spreading of the jammer signal and despreading of the desired signal operation is conceptually illustrated in Figure 4.3. The plots show the power spectral densities at various points in the despreading circuit (double frequency terms are neglected in this figure).
[image: image14.emf]
Figure 4.3  Dispreading operation in the presence of narrowband jamming [23].

4.4.2 Pulse Jamming Channel

Another important jammer is one that intermittently jams the whole transmission bandwidth. This kind of jammers is called a pulse jammer, or partial-time jammer [26, 27]. Assume the average jamming power is PJ over the signal bandwidth W. 
The power spectral density of the jamming signal can be represented as NJ=PJ/W. At any instant, the jamming pulse is present with probability α and with power PJ/α, where α is called duty cycle [5, 6]. We assume that the jammer pulse duration is equal to or greater than the time symbol duration. The received signal in the presence of pulse jamming is 

  yn = hn * xn +in +zn = hn*xn + cnjn + zn, 




            (4.16)

where the jamming signal is in = cnjn, and zn is the background Gaussian noise with variance N0/2 per dimension. The binary-valued variable cn is the state of the pulse jammer and indicates whether the jammer is on or off at a particular time instant n, i.e., when cn = 1, the jammer is on; and when cn = 0 the jammer is off. 

At a given n the probability of the event cn = 1 is α, i.e. (cn = 1) = α. We assume that the received signal is fully interleaved so that all cn are independent. This can be achieved by applying cross-block interleaving. 

The term jn is a white complex Gaussian random variable with zero mean and variance NJ/(2α) per dimension. The jamming interference after the DFT, IK , is not independent at different sub channels. Therefore, equal gain combining is not an optimal combining technique. The jamming interference can be represented as [24]:
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where {cn} indicates the state of the jamming interference in. the column vectors are defined as
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4.4.2.1 Pulsed Jamming for DS-SS

One very effective jamming strategy for DS-SS is a broadband pulsed noise jammer. A broadband pulsed noise jammer transmits noise whose power is spread over the entire system bandwidth. However, the transmission is only on for a fraction ρ of the time (i.e., ρ is the duty cycle of the jammer transmission and 0 < ρ ≤ 1).  

This allows the jammer to transmit with a power of J/ρ when it is transmitting (remember that J is the average received jammer power), and the equivalent spectral height of the noise is NJ/2ρ. To make a simple analysis of the impact of a pulsed jammer we start by assuming that the jammer affects an integer number of information bits. That is, during the transmission of a certain information bit, the jammer is either on (with probability ρ) or off (with probability 1 − ρ).
 Furthermore, if we assume that the jammer waveforms is Gaussian noise and ignore all other noise and interference, the bit error probability for a DS-SS system with BPSK modulation (coherent detection and perfect synchronization) is
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For a fixed Eb/NJ (e.g., for a fixed processing gain and fixed average received

jammer and signal powers), the worst case jammer duty cycle can be found to be
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and the corresponding bit error probability is

	
[image: image20.wmf]ï

ï

î

ï

ï

í

ì

£

÷

÷

ø

ö

ç

ç

è

æ

>

=

709

.

0

,

2

709

.

0

,

/

083

.

0

J

b

J

b

J

b

J

b

b

N

E

N

E

Q

N

E

N

E

P


	                                                       (4.20)


This situation is illustrated in Equation 4.18. If the jammer uses the worst-case duty cycle, then the bit error probability is only decaying as 1/(Eb/NJ) rather than exponentially in Eb/NJ. As seen from the Figure 4.4, to reach Pb = 10−4 we have to spend almost 21 dB more signal power compared to case for a broadband continuous noise jammer.
4.4.2.2 Potential Effects of Pulsed Interference
It is well known that an intentional interferer (jammer) will achieve maximum effect (highest average probability of error) by concentrating its limited power, unless the jammer’s power is so large that it can cause errors by spreading its power across the
whole band.
[image: image21.emf]
Figure 4.4 Bit error probability for BPSK-modulated DS-SS with pulsed noise jamming with duty cycle ρ [23].
It is more effective for the jammer with a limited average power to employ a non-unity duty cycle in order to cause near-certain errors during the times that the jammer is on as shown in Figure 4.4. 
4.4.2.3 Pulsed Interference Model

Let the average power spectral density of the noise and interference be denoted by N0 by NI, and let its duty cycle be denoted by γ.  Then the receiver’s effective energy-to-noise density ratio equals [23]:
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	with probability 1-γ
with probability γ
	(4.21)


Among other factors, the effect of the interference on the receiver depends on the length of the interference ON/OFF cycle in time, denoted TI, relative to the receiver’s bit duration, denoted Tb. If TI is relatively large compared to Tb, then the fraction γ of the bits are jammed and the average (uncoded) probability of error is reasonably modeled by
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For definiteness, in (4.20) we use the BPSK error probability involving the Gaussian Q-function. If TI is relatively short compared to Tb, then it may be reasonable (depending on receiver processing) to model the error probability as a function of the average interference power, which is given by (4.20) when γ = 1. 
 Plots of (4.20) are shown in Figures 4.5 and 4.6 for fixed values of Eb/N0 and γ, and for Eb/NI varied. These figures show that, as Eb/NI increases (the interference decreases) [23].
[image: image24.emf]
Figure 4.5  Plot of (4.20) vs. Eb/NI, parametric in γ, for Eb/N0 = 13 dB [23].

            [image: image25.emf]
Figure 4.6 Plot of (4.20) vs. Eb/NI, parametric in γ, for Eb/N0 = 10 dB [23].

The error probability is higher for a smaller value of the duty cycle. That is, the worst-case value of the duty cycle is inversely proportional to Eb/NI and is also a function of Eb/N0. For fixed duty cycle, note that a 25% duty cycle with the same average power as for a 100% duty cycle, the error curve is approximately 5 dB to the right of the 100% duty cycle curve, indicating that the pulsing of the interference is 5 dB worse than interference with the same average power and full duty cycle. These results occur when the average interference power relative to the received signal power is sufficient to give a value of Eb/NI in the range of about 5 to 20 dB. If Eb/NI is significantly lower than 5 dB (very strong interference), the error probability is bad but less bad for less than full duty cycle. If Eb/NI is significantly greater than 20 dB, the interference is having little effect because the receiver performance is noise-limited [23].

4.5 Summary

This chapter describes how DS-SS could be used to overcome an intentional jammer. In pulsed jamming, a jammer concentrates all the jamming signal power over a short period of time and thus increases the effectiveness of the jamming signal. A DS-SS system, along with error correcting codes and interleaving, can be used to reduce the effects of a jammer on the transmitted signal.

Next chapter presents the results and analysis of such a system. Emphasis will be on showing how pseudo-random and block interleaving effect the performance of the system.
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